
5 Interactive topology-aware surface reconstruction

In this context, the finite-element method is essentially a
recipe for constructing a matrix K given an integral expres-
sion such as (2) and a finite-dimensional set of admissible
functions, such that K satisfies (3). The recipe is based on
computing the integral (2) on a set of basis functions that
span the space of admissible functions. Here, we use a tetra-
hedral mesh and define the admissible functions as piecewise
tri-linear, interpolated from vertices’ values on each tetrahe-
dron of the mesh. The matrix K is sparse and easy to com-
pute tetrahedron by tetrahedron (see Appendix).

The literature contains many methods, often referred to
as Laplacian approximations, for constructing similar matri-
ces from 2D meshes. The main advantage of our FEM-based
approach is that the smoothness penalty formulation is inde-
pendent of the mesh, since the left-hand side of Equation (3)
is mesh free. Therefore it extends naturally to 3D meshes.
Our method automatically adapts to functions interpolated
on meshes with tetrahedrons of widely different size and as-
pect ratio, common in our data structure (see Figure 5).

We sum Ψsmoothness and Ψpoint constraints to form a single
least squares optimization problem. For each constraint point
p ∈ P , we define cp such that cp uM = u(p). The row cp

represents a linear interpolation operator on M . It has at most
four non-zero values for a tetrahedral mesh. The constraint
for point p now writes cp uM = t(p), and we weight this
constraint with weight ωp. The smoothness constraint can
be incorporated to the least squares formulation using any
matrix E such that ET E = K as follows:
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The matrix E is never computed explicitly. Instead, we solve
the least-squares problem using its normal equation:
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We construct the coefficient matrix of this linear system
of equations by constructing K using the finite-element
method, and then adding to it the sparse matrices cT

i ci. We
solve these equations using a fast sparse Cholesky factoriza-
tion.

Adding and removing constraints. One aspect of this nu-
merical approach allows real-time interaction in our surface
reconstruction application. The structure of Equation (4) al-
lows the method to incrementally update the linear system
factorization when the user adds or removes inside/outside
constraints. We compute the additional rows cp and target
values t(p) for each new point p, and add the new cT

p cp ma-
trices and cT

p t(p) vectors to left and right hand side of Equa-
tion (4). To update the sparse Cholesky factorization we use

CHOLMOD [10]. Thus, the system factorizes the initial ma-
trix only once. In most cases, updating this factorization is
faster than factoring again.

5 Detection of Topological Stability

The computation of the implicit function described above
is designed to incorporate user information through in-
side/outside constraints. To avoid the laborious task of defin-
ing constraints everywhere, the system automatically detects
weak regions of unstable topology. The definition of a weak
region is quite intuitive. Its theoretical foundation and its
computation are described next.

Weak regions. We define a weak region as part of the
implicit function’s domain Ω where the local topology of
the object is unstable. That is, little perturbations of the data
lead to change in the local surface topology. This instability
implies ambiguities that need to be solved by the user. These
weak regions are generally due to the low resolution of
the underlying structure [26] (like the hummingbird head
on Figures 3, 4 and 6), to missing parts or to the intrinsic
complexity of the shape (like in the head of the elephant on
Figure 2).

To build a computable definition, we say that a point p
is critical if, for an arbitrarily small ε, the u(p) − ε and
u(p) + ε level-set surfaces have different topologies in a
neighborhood of p (see Figure 7). The weak regions are the
regions of these topological changes. For small values of
|u(p)| they mark topological instabilities in the reconstructed
surface (zero level-set of u) induced by small level shifts.
Moreover, this definition addresses the small gradient issue
discussed in the Section 4.

A direct computation of weak regions by applying more
complex random perturbations may generate critical regions
everywhere, which would require stochastic simulations to
select between them. Our approach uses a deterministic de-
tection of the local stability by analyzing the topology un-

Figure 7: Weak region for a 2D field: the red (resp. blue) line is the
+ε (resp. −ε) level-set for u: this small level perturbation changes
the level set connectivity, characterizing a critical point.
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